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Abstract: Terrestrial IP routing architectures are based on hop-by-hop forwarding paradigm, which has worked well for almost four decades now. However, in a heterogeneous environment where satellite-based networks co-exist with terrestrial networks, a modified routing scheme is necessary. This is because of two reasons, 1) satellite links have low bandwidth and high latency, and 2) satellite-based networks are usually much more meshy, as against a hierarchical or partial-mesh topology of terrestrial networks. This calls for tackling issues like a) reducing routing updates over low-bandwidth satellite link, and b) reducing convergence time. This paper analyses such issues, which crop up in the design of a routing scheme for a heterogeneous environment. The basic goal of this paper is to propose and analyses three routing approaches namely 1) distributed control approach, 2) centralized control approach and 3) hybrid control approach. The suggested routing approaches are compared with regards to route convergence time (for distance vector protocols) and routing traffic overhead (for link state protocols). 

1.1. Introduction

Owing to geographical limitations, bandwidth bottlenecks, and high costs of wireline networks, the wireless or satellite networks have emerged as an attractive alternative to provide data services. The biggest advantage of satellite-based network is that they do not require the effort of laying cables. Till some time back, satellite-links were viewed as slow, and highly unreliable. However, improvements on various fronts (compression, error detection and correction, channel encoding, etc.) have greatly improved the speed and reliability of satellite links. These improvements have translated into greater acceptability of satellite-based networks. 
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Figure 1‑1: Application scenarios of satellite-based networks. 


There are many application scenarios, where satellite-based networks find their use. Three of these scenarios are depicted in Figure 1‑1. The first of these, as shown in Figure 1‑1(a), depicts satellite networks as access networks. Such networks are useful because they allow faster deployment, without any need to provide access lines to subscriber homes.  For home users, satellite-based access networks is a much more viable option than say dial-up connections through modem, switched frame relay connections, or leased lines. 


However, one of the technological limitations of pure satellite-based access network is that it requires a terminal that can transmit as well as receive data. Building such a terminal is much more expensive than building a receive-only terminal. This observation, coupled with the fact that Internet access is asymmetric in nature (i.e., bandwidth requirements in different directions is different), has led to development of hybrid topology, as that shown in Figure 1‑1(b). In hybrid topology, a high-speed satellite link is used in forward direction (i.e., from Internet server to hybrid host) and a slow speed link (typically a dial-up connection) in backward direction. This topology is suitable for applications where information is fetched from remote servers (e.g., FTP). For applications where information transfer is in reverse direction (i.e., from hybrid host to Internet server), this topology fails to exploit the capabilities of high-speed satellite link. 


Figure 1‑1(c) shows the third application scenario of satellite based network. The topology depicts a satellite-based backbone network, which connects small/moderate size networks. This is not a common topology and commercial deployments of such networks are still not available. However, in the near future, this topology may not be uncommon. 


Among the multitude of problems that satellite based networks offer, this paper attempts to analyze a specific issue related to the third scenario: IP routing in heterogeneous environment. To achieve this end, section 1.2 first classifies routing environments into various categories, and provides a definition of heterogeneous environment. Section 1.3 mentions the key differences between terrestrial environment and satellite environment. The core of this section is sub-section 1.3.4, which discusses various routing approaches and which forms the basis of subsequent discussion. Section 1.4 elaborates upon the goals for the high-level design of routing architecture. Section 1.5 analyses a specific issue in distance vector protocols, while section 1.6 analyses a specific issue in link state protocols. In section 1.7, non-linearity problem in heterogeneous environment is discussed. Finally, the views present in this paper are summarized in section 1.8.

1.2. IP Routing Environments

Terrestrial IP routing is based on hop-by-hop forwarding paradigm, which has worked well for almost four decades now. However, recent announcements by companies like Hughes, Alcatel and Teledesic to provide satellite-based broadband data services warrant that basic IP routing framework be revisited. This calls for classification of IP routing environment into two broad categories, terrestrial environment and heterogeneous environment. The terrestrial environment consists of terrestrial routers and networks, connected using point-to-point or broadcast medium. Satellite links, if present, are dedicated point-to-point links connecting two routers. The router is transparent to the fact that a satellite link actually exists. The satellite links act data pipes, and no routing information is exchanged over them. 


The heterogeneous environment is a hybrid environment consisting of satellite-based routers (called earth stations or ES in this paper), terrestrial routers and terrestrial networks. Figure 1‑1(c) depicts a heterogeneous environment having a number of ES connected in a meshed topology. In this environment, the backbone ES’s exchange routing information to obtain reachability information of various networks. 

1.3. Differences in terrestrial environment and satellite environment

The following subsections elaborate upon the differences between terrestrial environment and satellite environment under various heads (i.e., topology, link characteristics, communication goals, and routing strategies). 


Here, we refer the satellite environment as the satellite domain of a heterogeneous environment comprising earth stations, satellites, and optionally a central route server. Note that the paper restricts its focus to the satellite domain of a heterogeneous environment. The detailed interaction between terrestrial and satellite domain is outside the purview of this paper. 

1.3.1. Topology

Terrestrial networks usually have a partial mesh topology. Further, the networks are organized in a hierarchical fashion. The maximum hop between any two nodes depends upon the diameter of the network. In Internet, experiments reveal that the hop count vary from as low as 2 to 30 or higher. 


In contrast, a pure satellite network has a highly meshed topology or has a star topology. In the first case, the maximum hop count varies with the connectivity factor in the network. In the second case, the hop count is fixed at two.  

1.3.2. Link characteristics

The attributes of terrestrial links, depending upon the underlying transmission medium (e.g., copper or fiber) varies greatly. The typical bit error rate (BER) ranges between 10-8 and 10-12. The maximum bandwidth also varies from few kilobits per second to few gigabytes per second. 


Satellite links as compared to terrestrial links have lower bandwidth and higher BER. Another important attribute of a satellite link is its high latency period. A geosynchronous satellite based system amounts to a delay of roughly 270ms. This is very high as compared to the few ms delay of terrestrial links. For leo-based satellite systems, the link delay is variable but does not exceed 200ms. 


Besides the low bandwidth and high BER, hybrid satellite networks suffer from the problem of asymmetry. A network exhibits asymmetry with respect to certain protocol when the throughput achieved is not only the function of link and traffic characteristics in front direction, but reverse direction as well. The asymmetry has significant bearing on performance of transport layer protocols and is an active research problem. 

1.3.3. Communication goals 

Terrestrial networks are known to provide higher bandwidths, and so, one of the primary communication goals for using them is to get high throughput over time. Moreover, aspects like no single point failure and alternate routing paths make terrestrial networks more robust. 


Satellite networks are useful because they transcend geographical barriers. Thus, providing connectivity to remote places is one of the prime communication goals of satellite networks. Moreover, satellite networks do away with the need of digging and laying cables. In populous areas, this is highly advantageous. Finally, the full-meshed nature of satellite networks provides excellent means to broadcast information. 

1.3.4. Routing Approaches

Terrestrial networks generally follow a distributed routing approach. By distributed, one implies that routers exchange routing information with their peers and thereby compute optimal paths to all possible destinations. 


In satellite networks, a number of routing strategies are possible. The trade off is between benefits of dynamism versus benefits of centralized control. In a network with dynamic routing strategy, any change in the network is quickly relayed to other parts of the network. Once the change propagates throughout the network, routers recompute optimal paths, and network stabilizes (i.e., converges). The earlier the changes reach all routers, the earlier route computation takes place. Stale routing information in the network leads to various pathologies like routing loops and black holes. This does not imply that a dynamic routing precludes the possibility of loops and black holes. However, in a dynamic network, the network will definitely come to equilibrium. The time interval within which this happens is related to type of routing protocol followed. Link state protocols are known to converge faster than distance vector protocols. 


In centralized approach, a central authority (called the route server or RS) receives routing information from all routers, processes the information and distributes them. The route server approach offers several key benefits over distributed approach. First, it provides scalable routing. To understand this, consider a network with N earth stations (ES) and having a full meshed topology. If distributed routing is used, each ES has to maintain (N-1) peering sessions with its neighbors. This implies a total of {N(N-1)/2} or O(N2) sessions, which is difficult to maintain as well as to scale. Apart from scalability, managing so many peering sessions requires lot of network bandwidth. In contrast, in centralized approach each ES maintains only one session with route server. This requires O(N) sessions, which is much easier to manage, and consumes much less bandwidth.  


The second advantage of centralized approach is that it separates routing from forwarding. To understand, note that during heavy traffic loads, a router may drop routing update messages. Or, it may choose to queue these update messages. Neither of these is recommended because as a rule of thumb signaling and routing messages should be given preferential treatment. If preferential treatment is meted out, and if router maintains a large number of peering sessions, forwarding of user traffic will be adversely affected. This ideally should not be the case because the primary task of router is to route packets. These issues do not arise in centralized approach because the control plane and user planes are separate. In control plane, ES’s maintain a single peering session with route server and obtain route tables. In data plane, the ES use the routing information so obtained to directly exchange user traffic with other ES’s. 


Further, route server method is viewed as a good routing engineering practice. This is because it is easier to control the operations of network with centralized approach. For example, using a route server it is relatively easier to tackle problems like routing loops, and route flapping. Limiting control to one entity also makes it easier to configure and manage routing policies and configurations. 

However, RS approach has its drawback as well. The biggest drawback is that it is vulnerable to single point failures. Moreover, the RS is overloaded by the burden of calculating and distributing the route tables for all attached routers. Since all routers rely upon the RS for routing information distribution, the RS can cause excessive delays in the transmission of routing information. Thus, route server decreases the responsiveness of the network to changes. 

[image: image2.wmf] Coll

n

 and dist

n

 of

topology information

Route computation

Route server

Earth Station

Route

server

Earth

Station

Fully

centralized

Fully

distributed

Semi-

centralized

Hybrid

Figure 1‑2: Routing approaches.


In essence, routing approaches can be classified into various categories using two factors. These factors are 1) manner of collection and distribution of network topology, and 2) place where route computation is done (see Figure 1‑2). Based on the figure, routing approaches are explained as follows:

· Distributed approach: This approach is exactly similar to the way terrestrial routers obtain routing information. Each ES calculates its own route tables from the information it gets from its neighbors. To do so, each ES maintains sessions with other ESs in the network and exchanges routing update messages with them.  In essence, an ES performs both the functions, collection of topology information and computation of routing tables. The advantage and disadvantages of this scheme follow from discussion above. 

· Centralized approach: In this approach, the topology collection and route computation may or may not be performed at the ESs. This depends upon which of fully-centralized approach or semi-centralized approach is followed. 

In fully-centralized approach, the entire route table of the ES is calculated at the RS. To enable routing table computation, an ES sends all routing information that it receives on its terrestrial interfaces to the RS. The RS processes the received information and sends back the computed route table to the ES. This procedure requires that the RS should maintain a copy of the previous routing information of the ES so that the table can be updated according to the received information and sent back to the ES. Whenever the ES is entitled to receive any routing information via the satellite link from other neighboring ESs, the RS updates the route table from the previous one stored at its end using other tables and sends the new routing information to the ES. In essence, the RS performs both the functions, collection of topology information and computation of routing tables. Since this a typical centralized approach, the corresponding advantages apply to it. On the flip side, the disadvantages of route server apply. Moreover, to calculate new route table of any ES, the RS has to have the knowledge of the previous route table/information of that ES. Hence, RS has to keep large volumes of databases, which comprise the routing information of all the ESs. Also, the ESs are required to have a mechanism whereby they can filter out routing information that is not meant for them, and keep only the relevant information. 

In semi-centralized approach, the ES calculates its routing tables from the routing information received on the terrestrial interface. However, for the information that should arrive on the satellite link, the RS uses the routing tables it maintains to computes new tables and sends the updated route table to the ESs. To maintain synchronization between RS and ES, an ES should update the RS whenever a change occurs in an ES’s route table due to information received on terrestrial interface. In essence, both RS and ES perform some part of both the functions, collection of topology information and computation of routing tables. The ES does for terrestrial domain, while RS does for satellite domain.  The advantage of this approach over the fully centralized model is the reduction in routing traffic. Note that in many cases, the information received from terrestrial interface will not cause any change in an ES’s routing table. So, this information need not be sent to RS. Therefore, it is better that such information is ignored in a distributed fashion at every ES, rather than the RS taking the responsibility of doing this voluminous job. 

· The Hybrid approach: This approach "takes the best of both approaches". Note that the distributed approach provides greater dynamism because ES’s exchange routing directly, while the centralized control is better in terms of the number of sessions that an ES has to manage. These two features can be combined to form an approach in which the ESs calculate the route tables themselves but the routing information is distributed by the RS. The ESs manage only a single session with the RS to send and receive routing information. This model has a clear advantage over distributed control approach in terms of the number of sessions to be managed by the ESs. The RS is relatively less loaded in this approach as compared to the centralized approach since now it has to deal with the distribution of information only and is not involved in the calculation of route tables. This implies that routing databases need not be maintained at the RS. 

However, there are some disadvantages of this model. If information is broadcasted to ESs, then it poses a possible security concern. Since the routing information is broadcasted it is possible that information is received by those ESs, which are not entitled to receive it. This type of violation may happen because of tampering of the ES identification. As in the centralized approach, the RS still remains the central point of failure. Also, with regards to convergence time, the hybrid approach fares poorly compared to distributed approach. This is because for all practical purposes, the RS will not transfer the received routing information to the concerned ESs immediately. This will lead to unnecessary delays in route calculation process. Finally, the ES may have to filter information received from RS. 

Note that in Figure 1‑2, one of the table entries is blank. This is because the RS cannot compute routes without obtaining topology information. 

Besides the approaches mentioned above, another strategy that is not analyzed in this paper but left as an open problem is when route server is seeded with static topology information and ES’s send only the link status to RS. This approach tends towards centralized approach, albeit with additional intelligence incorporated in the route server through configuration. How this strategy will exactly work in real routing environment is not very clear. 

1.4. Design Goals for network architecture

In the previous section, various routing strategies were discussed. This section discusses key design goals for the high-level design of routing architecture. 

1.4.1. Stability 

One of the primary design goal is to make a routing architecture that provides stability. An unstable routing protocol is one in which small and localized changes in the network can lead to widespread changes in routing tables. In contrast, a stable routing protocol tackles routing pathologies like routing loops, route flapping (i.e., continuous change in state of a link), and erroneous routing. There are various means to make a stable routing protocol. To prevent routing loops, routing protocols use link state protocol as against distance vector protocol. (Even in link state protocols, topological changes in the network can lead to transient routing loops). To reduce the ill-effects of route flapping, techniques like route dampening are used. In addition, route aggregation also enhances stability of routing protocol by preventing fluctuations in one part of the network to get reflected in other parts of the network. 

1.4.2. Robustness

Robustness refers to the ability of a routing protocol to tackle unforeseen or unusual circumstances. That is, the routing infrastructure should not degrade or break in wake of unexpected events or error conditions. To appreciate the need for robustness, consider the centralized approach where router broadcasts only the change in routing table from previously computed routing table. Now, if an ES loses a broadcasted update packet due to transmission error, and from then on, uses an obsolete routing table, the ES will lose synchronization with RS. In such scenarios, it is necessary that RS periodically broadcasts complete routing table so that RS and ES regain synchronization. A robust protocol is one which takes into account the possibility that routing information messages may get lost, and makes adequate provisions to handle such cases in the protocol. 

1.4.3. Reducing volume of routing messages

This is a general design goal for any routing environment and is applicable for heterogeneous environment as well. The idea is to use as little bandwidth for routing updates as possible. The network bandwidth should be available primarily for user traffic. 
In heterogeneous environment, the goal assumes greater importance owing to the low bandwidths of transmission links. Assuming that the volume of routing update message exchanged in the two environments is same, and equal to V bytes/sec, the average bandwidth of a terrestrial link is BWtr, the average bandwidth of a satellite link is BWst, the %routing overhead in two environments is (100V/BWtr) and (100V/BWst) respectively. If ( = (BWtr /BWst), the routing overhead in heterogeneous environment is ( times that in terrestrial environment. Since a value of ( = 10 -100 is not uncommon, the requirement to reduce volume of routing update is paramount and much more serious. 

1.4.4. Reducing convergence time

Convergence time is defined as the time it takes for a network to reach equilibrium after an event (e.g., link failure) has occurred. Equilibrium refers to that state of the network in which every router has the correct view of the network, and uses optimal paths to route packets. 


The routing architecture should be so designed that convergence time is as low as possible. In heterogeneous environment, due to large delay of satellite links, it is difficult to control convergence latency. 
1.4.5. Judicious use of broadcast facility

One of the key benefits of using a satellite network is that it makes broadcasting relatively straightforward. With regards to routing, broadcasting is advantageous because it makes processes like flooding simple. However, there are few caveats associated with the use of broadcast facility. The continuous availability of broadcast facility cannot be assumed. Another issue is that broadcasted information reaches all the ES in the network. This poses security challenges, as well as introduces the overhead of filtering information, which may not be useful at all. Thus, judicious use of broadcast facility is warranted.  

1.4.6. Reducing route computation complexity

Another classical design goal in any routing strategy is to reduce route computation complexity. This goal however may be orthogonal to other design goals. For example, distance vector protocols are known to have higher convergence time as compared to link state protocol. However, link state protocol is computationally much more intensive. Thus, it may not be always possible to satisfy all design goals simultaneously. 

1.5. Distance Vector Protocols

In this class of protocols the participating routers send a list of destinations and the costs to each of these destinations to all their neighbors. The neighbors calculate their cost to this set of destinations by adding the listed cost and the cost of the link on which the information arrived. The routers hence know the route to any set of destinations only till their neighbor and not thereafter. It is because of this that this set of protocols are termed as distance vector protocols because the routers know only the distance to a destination and not the exact route that would be used to reach the destination. The routers use the Bellman-Ford algorithm to calculate their route tables.


One of the known challenges of distance vector routing protocols is to tackling count-to-infinity problem. Due to this problem, the network takes significant time to converge. Mechanisms to solve this problem in terrestrial environment include split horizon, split horizon with poisoned reverse, and triggered update. In heterogeneous environment, because of high delay of satellite links, count-to-infinity problem and high-convergence time becomes quite critical.  The following sub-section analyzes convergence time for different routing approaches. 

1.5.1. Analysis of “Convergence time”

To recall, convergence time is defined as the time it takes for the entire network to converge (i.e., to stabilize). The network is said to be stable when no routing table entries change in any router of the network. 


Now, for distributed approach, the convergence time is higher in heterogeneous environment as compared to terrestrial environment. Since the exact difference depends upon the actual delay of satellite links, this approach is not analyzed with regards to convergence time. 


For centralized/hybrid approach, the convergence issue is more critical because, apart from the link delays, there is an additional component of delay, i.e.,  processing delay at RS. For these approaches, it was observed that in two particular cases, routing loops were caused and the network did a count-to-infinity. These cases are explained in the following sub-section.  

1.5.1.1. Results

To measure convergence times, RIP protocol was simulated and the plot shown in Figure 1‑4 is used. The plot shows the “Number of changes in routing table entries” against “time”. The plot effectively shows when and for how much time does the impact of a link change stay in the network. The regions of the plot where there are no changes in the routing table entries mark the time when the whole network has stabilized. As seen in the figure, there is sudden increase in the route table changes after a particular link fails. The increase is attributed to the routing loops that are created in the system. These loops occur for any delay at the RS greater than a critical value.

[image: image3.wmf]ES1

ES1

ES1

ES1

ES2

ES3

R2

R1

(a) Partial connectivity between ESs

(b) Unequal cost of satellite links


Figure 1‑3: Time-trace plot through which convergence time is calculated 


There are two main reasons why routing loops are created, namely 1) delayed updates left in the system or 2) updates going before the link change information arrives. Both these cases are explained below. 

1.6.1.2.1 Case1: Loops caused due to delayed updates

Consider the network in Figure 1‑4 for visualizing this problem of routing loops. In the topology shown, the link between R1 and R4 is a satellite link (via RS), while all others are terrestrial links. In Figure 1‑5, let us consider a link failure that occurs in some network S1 connected to R2. This link failure will trigger the following sequence of events:

1) R2 sends triggered updates to all of the connected routers about its inaccessibility to S1.

2) R3 and R1 update their route tables according to the new updates received.

3) R4 updates its route tables from the updates sent by R3.

4) R4 receives the delayed update from R1, which was sent before the link failure occurred. This update informs about routes to S1 from R1.

5) R4 updates its route table with this false information and sends triggered updates to other routers.

6) R3, R2, R1 update their route tables with the false information sent by R4. Note that R1 has R2 set as its next hop for the set of destinations S1.

7) R1 sends this information about accessibility to S1 through R2 to all routers including R4.

8) R4 receives the information about the inaccessibility to S1 (this information was sent previously by R1) on the satellite link and updates its route table and informs R3 also.

9) R3, R2, R1 again update their tables.

10) R4 receives the information that was sent by R1 about the accessibility to the set of destinations S1.

11) R4 again updates its table and sends updates to R3 and this process continues till the cost to S1 reaches INFINITY.
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Figure 1‑4: Sample topology to explain the problem of routing loops. 

1.6.1.2.2 Case 2: Loops caused due to delayed link change information

This problem arises due to the longer delays at the RS, which consequently leads to the delayed delivery of triggered updates.  Suppose that some terrestrial link of R1 fails, then this information is sent through triggered updates to other connected routers. Now, before this information comes to R4 through RS (which transfers information on the link between R1 and R4) if R4 sends its regular update then this causes a routing loop between the routers involved as shown. Let S2 be the set of networks, which become inaccessible from R1. The sequence of events that occur are listed below:

1) R1 sends triggered updates to all of the connected routers about its inaccessibility to S2.

2) R2 updates its route table according to the new updates received.

3) R3 updates its route tables from the updates sent by R2.

4) R4 receives the information about inaccessibility to S2 from R3 but R4 neglects it (because R4 uses R1-R4 link to reach S2).

5) R4 sends it’s regular update and consequently R3-R2-R1 update their route tables with the false information sent by R4. Note that R1 has R2 set as its next hop for the set of destinations S2.

6) R2 sends this information about accessibility to S2 through R2 to all routers including R4.

7) R4 receives the information about the inaccessibility to S2 (this information was sent previously by R1) on the satellite link and updates its route table and intimates R3 also.

8) R3, R2, R1 again update their tables.

9) R4 receives the information that was sent by R1 about the accessibility to the set of destinations S2.

10) R4 again updates its table and sends updates to R3 and this process continues till the cost to S2 reaches INFINITY.
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Figure 1‑5: Time-scales explaining when routing loops can occur in RIP. 

1.5.1.2. Analysis
Routing loops occurring in RIP in heterogeneous environment is explained using Figure 1‑5. The figure shows three windows in time. The left boundary represents time value T0 and the right boundary represents T0 + U. The analysis is done over a period equal to the value of update timer U of the ESs.

The regions are divided into three parts of widths D, W and D respectively, where D is the delay at the RS and W = U-2D. 


Now, let t be the time at which a link failure occurs. Then, there is a finite probability of a routing loop occurring whenever t lies in the regions 1 or 3. This is explained by noting that case 1 occurs when a link change occurs within D after an update message is sent (region 1), while case 2 occurs when link change occurs within D seconds prior to next sending of update message (region 2). Thus, W gives the time width where no routing loop occurs. From Figure 1‑5 it is observed that when width of region 2 becomes zero, then there is always a finite probability that a routing loop occurs i.e. a routing loop may occur whenever 2D ( U or D ( U/2. 

1.6. Link State Protocols

In this class of protocols each participating router generates a packet (refered to as link state packet) which describe the connections (or links) that the router has with its neighbours. This packet is flooded in the routing domain. Each router thus has information of all the links of all the routers in the routing domain.  Routing table is then computed by running shortest path first algorithms (like Djikstra’s SPF alogorithm) on this information. Although hierarchy in routing domain can be maintained, in the following section we assume a flat routing domain.


Unlike distance vector protocol where count-to-infinity is a major issue, the link state protocols do not need to tackle this problem. This is because in link state protocols, a router has complete topology of the network, unlike distance vector protocol where information of only the next hop is maintained. This prevents infinite looping. Hence, count-to-infinity problem is not analyzed for link state protocols. 


In order to obtain complete topology information, link state protocols use flooding. The flooding procedure, depending upon the routing strategy used, can consume significant network bandwidth. Thus, cost of propagating routing information to all the routers is an important concern. The following sub-section compares different routing approaches based on this cost.

1.6.1. Comparison based on “Cost of Propagating Routing Information”

This section compares various routing approaches based on “cost of propagating routing information about a link change over the satellite network”. A case is considered where the cost of a terrestrial link changes.

1.6.1.1. Working model and Assumptions
The following section describes the parameters and scenarios that have been considered while comparing the cost involved in the three approaches

1.6.1.2.3 Parameters

The network consists of e ESs and t terrestrial routers. The total number of links between ESs in satellite network is L. The cost of sending information about a link change over a point to point satellite link and broadcast beam is Cp and Cb respectively.


On average, there are R route table entry changes per link change per router. It is beyond the scope of this paper to analyse exact number of changes that occur in routing table of a router when the cost of a link changes. This is because the exact number of changes is tied to the underlying network topology. 

Let C be the cost of sending R router table entries (with all protocol overhead etc) over point to point. satellite link.

1.6.1.2.4 Scenario

We consider the scenarios where isolated terrestrial networks may exist, which are connected to other parts of the network only via satellite links. Information about the link change reaches n ESs via terrestrial networks. The remaining (e - n) ESs receive information only through the satellite network.  For example, suppose the link cost changes in a isolated terrestrial network that has only one ES. Then the remaining (e - 1) ESs receive routing information sent by the ES via satellite links. 

1.6.1.2.5 Restricted connectivity

The connectivity between the ESs is restrictive (i.e., an ES may or may not be allowed to talk to all other ES). The connectivity between ESs can be restricted in two planes, namely data plane and control plane. In the first case, connectivity restriction applies to user traffic (i.e., traffic flow is permitted over certain links only.  In the second case, connectivity restriction applies to control information (i.e., routing information is carried over certain links only).


Unlike Distance Vector protocols where the routing table construction is intimately tied to links over which routing information comes, in link state protocols this is not so. The routing table calculation takes place independently of links over which routing information is received. Hence, in link state protocols, it is possible to isolate the links restricted in control plane and data plane. For example, Figure 1‑6 depicts connectivity for control plane and data plane. As shown in the figure, even if there is a full-meshed connectivity between ESs in data plane, the control plane need not require similar connectivity. This reduced connectivity reduces the volume of routing update message. 
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Figure 1‑6: Types of ES Connectivity. 


Restriction in control plane is done to reduce the routing traffic while information is being flooded. In the following section the restrictive links between ESs imply the restricted links that exist between ESs in the control plane.

1.6.1.2. Comparison of various approaches
We now calculate the cost involved in propagating information about a link change in all the three approaches. 

1.6.1.2.6 Centralized approach

In centralized approach, the ESs send routing information received over terrestrial network to RS. The RS distributes this information to all ESs. Apart from distributing information, RS also calculates the routing table of ESs and sends them to respective ESs.


In the worst case scenario, all n ESs send the information they received over terrestrial network to RS, before the information about the change distributed from RS reaches them.  The cost involved in this approach is:

          n*Cp  + min{ Cb, (e-1)Cp} + e*R*C
Equation 1                                   

In this equation, the term n*Cp corresponds to n ESs sending information to RS, the term min{ Cb, (e-1)Cp} corresponds to RS sending information back all ESs except the one from which it received. Min indicates that the information will be broadcasted if Cb < (e-1)Cp. The term e*R*C consists of sending the updated route tables to all the e ESs. Note that even though an ES gets updated routing table from RS, it needs the information about routing change (corresponding to second term). This is because in link state protocol, every router requires complete topology information. Thus, an ES needs to flood information about the routing change so that routers attached to it via the terrestrial interface also get this information and flood them further. 

1.6.1.2.7 Hybrid approach 

In hybrid approach, the ESs send the routing information they receive over terrestrial network to RS. The RS distributes this information to all ESs. In this approach, the RS is not responsible to send the updated routing table of ESs.


The analysis for worst case scenario is same as in case of centralized approach except for the fact that the cost involved does not have the third term (which corresponds to sending updated route table). The cost involved here is 

          n*Cp  + min{ Cb, (e-1)*Cp}
Equation 2
1.6.1.2.8 Distributed approach

In distributed approach, there is no RS and the ESs talk directly to each other. The worst case scenario occurs when all n ESs send the received information over all their satellite links. To calculate the cost involved, first consider the case when n is equal to e, which corresponds to the scenario where all ESs receive information from terrestrial links. In such case the cost in worst case would be 

          2*L*Cp
Equation 3 

The factor of 2 comes because in worst case  ESs at both ends of link send information to each other.


In case when n is less than e, which corresponds to the scenario where some ESs receive information only through the satellite network, cost becomes 

          2*L*Cp – (e-n)*Cp
Equation 4

In this case, (e-n) *Cp is subtracted because there are (e-n) ESs, which receive information only by satellite links. Thus, in worst case only in (e-n) links the information would travel in one direction. On all other links the information travels in both direction.

1.6.1.3. Analysis

As observed from above, the cost of information transfer in centralized and hybrid approaches is independent of L, the number of links in satellite network. This is in contrast to distributed approach where the cost increase linearly with L. Increasing L improves network’s convergence time. For example, consider a link change that occurs in an isolated terrestrial network that is connected to only one ES. To all ESs not directly connected to the ES, information about change in the link cost reaches either through 1) multiple hops over satellite links or 2) one hop over satellite link and one or more hops over terrestrial links. To all other ESs (directly connected to the ES), the information about the change reaches in one hop over satellite link. Thus, more links the ES has, less is the average time that it takes for other ESs to receive the information and so less is the network convergence time. Having more links between ESs means an increase in L. 


Although convergence time decreases with increase in L, routing traffic increases (applicable for distributed approach only). This consumes more system resources. 


Also, in all approaches considered (centralized, hybrid and distributed) the cost of flooding information increases linearly with n, the number of ESs that receive information directly from terrestrial network. This is because all ESs that receive information over terrestrial link, send information, atleast  once, over satellite link (in the worst case scenario). The next section gives a suggestion by which routing traffic overhead can be made independent of n.

1.6.1.4. Suggestion to make routing traffic overhead independent of ‘n’
In all isolated terrestrial networks that have ESs, one or more ESs are designated as primary ESs. In case of isolated terrestrial networks attached to single ES, it must be ensured that the ES connecting the isolated terrestrial network is selected as primary ES.


When an information about a change reaches the ESs through their attached terrestrial networks, only the primary ESs of that network send information to RS (in case of hybrid/centralized approach) or to other ESs (in case of distributed approach). Since the number of primary ESs will be in general less than number of ESs in the terrestrial network, the amount of  routing traffic is reduced (except in the worst case where the number of primary ESs is equal to number of ESs in the terrestrial network). The amount routing traffic is now independent of n, and depends on the number of primary ESs.


Although the above mechanism limits or controls the amount of routing information, it affects two design goals, namely convergence time and robustness. The convergence time may increase because it is possible that information about link change comes to designated ESs after it has already reached other ESs. Thus, even though undesignated ESs have information, they don’t send it to other ESs. This increases the convergence time. 


The mechanism described above also affects the robustness. During multiple link failures, it is possible that information about link failures do not reach any of the designated ESs. The information about failures does reach some ESs, but since the ESs are not the designated ESs, they do not propagate information further. 


To improve robustness, a possible solution is to choose a set of primary ES and another set of secondary ES (which may include all ESs which are not primary). The primary ESs send the information they receive over terrestrial links immediately. When secondary ESs receive information over terrestrial links, they wait for time T. If they receive information about the change also from the satellite link within time T, they do nothing. Otherwise, they send the information to RS (in case of hybrid/centralized approach) or to other ESs (in case of distributed approach).  The time T can be set, for example, to T = [sat_delay + td + D]. Here sat _delay is the delay that occurs in sending routing information from one ES to other (directly in case of distributed approach or through RS in case of centralized or hybrid approach), td is the maximum delay that can occur in flooding the routing information over the isolated terrestrial network and D is some arbitrary constant to take into account various processing delays etc. 

1.7. Non-linearity

Heterogeneous networks are said to exhibit non-linearity. Due to non-linear behavior, given the ESs ES1, ES2, and ES3 and two satellite links ES1-ES2 and ES2-ES3, the cost of path ES1-ES3 is much greater than the sum of individual costs. That is, d(ES1-ES3) >> d(ES1-ES2) and d(ES2-ES3), where d(E1, E2) is the cost of a satellite link between E1 and E2. This non-linear behavior violates the basic assumption that links costs are additive, which is the basis of both distance vector and link state protocols.

The non-linear behavior in heterogeneous environment can be attributed to high transit delay (or latency) of satellite links. Because of high link delay, the performance of transport layer protocols like TCP is known to be affected [3]. This is why a lot of research work is devoted to analyzing the performance of TCP over satellite links. Note that the research is limited to a single hop over satellite link, whereas the non-linear behavior is exhibited when there are multiple hops over satellite links.

1.7.1. Scenarios when non-linearity problem arises.

The problem of non-linearity arises under the following conditions 

1) in constrained topology (i.e., an ES is not allowed to talk to all other ESs), or 

2) in fully meshed topology when costs of satellite links are not equal (an indirect path may be preferred over a direct path), or 
3) hierarchical networks (which is a special case of case 1).

The following are examples that illustrate the cases where more than one hop over satellite links takes place because one of the above conditions do not hold.

· Partial connectivity between ESs: Consider the network shown in Figure 1‑7(a) in which R1 and R2 are terretrial routers. The cost of direct link between R1 and R2 is greater than the cost of R1 to ES1 + cost of ES1 to ES2 + cost of ES2 to ES3 +  cost of ES3 to R2. To reach R2 Router R1 will set the next hop as ES1. Thus any packet reaching R1 with destination R2 will have to through two hops over satellite network. 

· Unequal cost of satellite links: Consider the following case shown in Figure 1‑7(b). Cost of ES1 to ES3 is greater than Cost of ES1 to ES2 + Cost of ES2 to ES3. To reach ES3, ES1 will put next hop as ES2. Any data packet reaching ES1 destined for ES3 will thus take the path ES1 to ES2 and then ES2 to ES3.          
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Figure 1‑7: Sample topology illustrating when problem of non-linearity occurs.


As compared to distance vector protocols, for link state protocols non-linearity problem is easier to solve.  This is because for distance vector protocols, routing information of only the next hop is maintained. And that information gets lost at the second hop, unless additional provisions are made to tag routes that transit over satellite links.

1.8. Summary

Routing in heterogeneous environment is a new research area and very little or no works seems to have been done in this field. There are many challenges in this field, which has to be tackled in future. Most of these problems stem from the fact that latency of satellite links are too high, and bandwidth too low to support typical distributed routing architecture. This makes centralized or hybrid approach almost unavoidable. However, both these approaches use a route server which increases the delay in routing information flows and decreases the responsiveness of network toward topological changes. For example, using a distance vector protocol like RIP and having a centralized route server can lead to stability issues due to count to infinity problem. The non-linearity problem also poses significant challenges and is orthogonal to the hierarchical routing concepts. Again, solving non-linearity problem in distance vector problems is much more difficult because topology information is not exchanged. In conclusion, this paper was an attempt to present broad-level ideas so that further research can be done in this direction. 
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The time when route table changes become zero indicates convergence of the network
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